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ABSTRACT
In high-performance printed circuit boards (PCBs), adding serpen-
tine delay lines is the most prevalent delay-matching technique to
balance the delays of time-critical signals. Serpentine topology, how-
ever, can induce simultaneous accumulation of the crosstalk noise,
resulting in erroneous logic gate triggering and speed-up effects.
The state-of-the-art approach for crosstalk alleviation achieves
waveform integrity by enlarging wire separation, resulting in an
increased routing area. We introduce a method that adopts spi-
ral delay lines for delay matching to mitigate the speed-up effect
by spreading the crosstalk noise uniformly in time. Our method
avoids possible routing congestion while achieving a high density
of transmission lines. We implement our method by constructing a
mixed-integer-linear programming (MILP) model for routing and
a quadratic programming (QP) model for spiral synthesis. Experi-
mental results demonstrate that our method requires, on average,
31% less routing area than the original design. In particular, com-
pared to the state-of-the-art approach, our method can reduce the
magnitude of the crosstalk noise by at least 69%.

CCS CONCEPTS
• Hardware→ PCB design and layout; • Mathematics of com-
puting → Integer programming.
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1 INTRODUCTION
As modern circuit clock frequency reaches the gigahertz range,
the timing constraints become increasingly tight. Delay matching,
therefore, has become a major consideration of modern printed
circuit board (PCB) routers to improve the performance of designs
[6, 13, 14]. As the propagation time of a signal is directly propor-
tional to the wire length, adding delay lines to the shorter wires
is the typical method to introduce a propagation delay between
circuit board elements to synchronize the signal. To address the
delay-matching issue, Mustafa Ozdal et al. allocate extra routing
resources for length compensation using a Lagrangian relaxation
framework [6]. Yan et al. transform the length-constrained rout-
ing problem into an area assignment problem and solve it with
bounded-sliceline grids (BSG) [13, 14].

The methods mentioned above extend wires to sufficient lengths
through meandering transmission lines, as shown in Figure 1 (a).
This design, referred to as the serpentine delay line, is commonly
used for delay matching. However, in high-speed digital circuit
applications, serpentine delay lines introduce, besides the desired
delay, spurious dispersion that makes the signal arrive sooner than
expected. This phenomenon, known as the speed-up effect, is mainly
attributable to the synchronous accumulation of the crosstalk noise
between adjacent wire segments. Specifically, due to the periodicity
of the serpentine structure, the crosstalk noise signals induced at
different times may accumulate to trigger an erroneous logic gate
[7, 11, 12].

Since crosstalk noise is inversely proportional to the distance be-
tween parallel wire segments, Tseng et al. present a post-processing
method to enlarge the separation between wire segments to allevi-
ate the speed-up effect [9, 10]. Meanwhile, to improve the routing
area utilization, Tseng et al. shift long straight segments to reserve
free space for critical wires requiring substantial length compensa-
tion [10]. However, increasing the segment separation necessitates
a larger routing area, resulting in higher manufacturing costs.

Wu and Chao propose a different routing scheme depicted in
Figure 1 (b), referred to as the spiral delay line [12]. In this alternate
design, crosstalk accumulates asynchronously so that the noise can
spread uniformly in time. Hence, the magnitude of the accumulated
crosstalk is low, and the noise can be isolated from the main signal.
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Figure 1: Illustration of nine-section (a) serpentine and (b) spi-
ral delay lines. (c) Receiving waveforms of the nine-section
serpentine and spiral delay lines: 𝑉 (𝑡) denotes the accumu-
lated crosstalk magnitude at the receiving end. The dashed
line depicted a possible voltage threshold at the receiving
end. 𝑡𝑠1 and 𝑡𝑠2 represent the time points at which the thresh-
old is exceeded while utilizing serpentine and spiral delay
lines, respectively.

Consequently, the transmitted waveform is of better integrity, and
the crosstalk penalty is alleviated [7, 12].

The work proposed here aims to adopt spiral delay lines for
length compensation to solve the delay matching problem. To this
end, we mathematically model the geometric features of spiral
delay lines to route wires of specific lengths that satisfy the delay-
matching constraints. We also introduce a novel routing method
that generates one wire at a time from the edge of the routing area
toward its center. To optimize the allocation of routing resources,
we develop a method to prioritize the free routing areas and select
the areas with higher priorities to place the spiral delay lines. We
implement our method by constructing a mixed-integer-linear pro-
gramming (MILP) model to determine the wire’s main path and a
quadratic programming (QP) model to synthesize spirals for wire
length compensation.

2 CROSSTALK NOISE
Every electrical signal has an electromagnetic field. Crosstalk is the
electromagnetic interference (EMI) induced by one signal creating
an undesired effect on another signal through overlapping electro-
magnetic fields. Due to the unintentional electromagnetic coupling
between parallel wire segments, crosstalk is a common problem in
PCB design.

In the following, we elaborate on the propagation of the main
signal and the crosstalk along the serpentine and spiral delay lines.
Figure 1 (a) and (b) illustrate examples of nine-section serpentine
and spiral delay lines, respectively, where 𝑙𝑖 denotes the 𝑖𝑡ℎ hori-
zontal wire segment. These two designs differ in the way that the
horizontal segments are connected. Specifically, in the serpentine
delay lines in Figure 1 (a), the horizontal segments are sequentially
connected at the near or far end, iteratively, e.g., 𝑙1 is connected to
𝑙2 at the far end, and then 𝑙2 is connected to 𝑙3 at the near end, and
so on. As for the spiral design in Figure 1 (b), at the near end, 𝑙2 is
connected to the last segment 𝑙9, 𝑙3 is connected to 𝑙8, and so on; at
the far end, 𝑙1 is connected to 𝑙8, 𝑙2 is connected to 𝑙7, and so on.

Assume that the main signal is a one-volt ramped pulse and that
the separation between all adjacent wire segments is identical. Since
the coupling between two parallel wire segments depends primarily
on their separation, the crosstalk pulse induced within the𝑚𝑡ℎ and

𝑛𝑡ℎ wire segments is of magnitude 𝑘 |𝑚−𝑛 |
4 , where 𝑘 |𝑚−𝑛 | denotes

the average of the capacitive and inductive coupling coefficients
separated by |𝑚 − 𝑛 | wire segments [7, 11]. It is well known that
the crosstalk noise is inversely proportional to the wire segment
separation; therefore, 𝑘𝑝1 < 𝑘𝑝2 for 𝑝1 > 𝑝2. As a result, the most
significant crosstalk noise is the crosstalk between two segments
in the closest neighborhood, called the adjacent crosstalk. Moreover,
all of the crosstalk pulses sustain a period of 2𝑡𝑑 , where 𝑡𝑑 indicates
the time for a signal to travel along one wire segment [7, 11, 12].

2.1 The serpentine delay line
Suppose that at time zero, the main signal appears at the near end
of 𝑙1. Due to the electromagnetic coupling, the signal simultane-
ously induces crosstalk noise in all other wire segments. Omitting
the noise propagating toward the source, we focus on the leftward
propagating crosstalk at the near ends of 𝑙2, 𝑙4, 𝑙6, and 𝑙8, which
are pulses with a 2𝑡𝑑 width and 𝑘 |2−1|

4 =
𝑘1
4 ,

𝑘 |4−1|
4 =

𝑘3
4 ,

𝑘 |6−1|
4 =

𝑘5
4 ,

and 𝑘 |8−1|
4 =

𝑘7
4 voltages, respectively [11]. As the signal propagates

along 𝑙1, the crosstalk pulses propagate from 𝑙2, 𝑙4, 𝑙6, and 𝑙8 to 𝑙3,
𝑙5, 𝑙7, and 𝑙9, respectively. At 𝑡 = 𝑡𝑑 , the main signal and crosstalk
pulses reach the respective far ends. After that, the main signal trav-
els along 𝑙2 and induces additional rightward propagating crosstalk
of magnitudes 𝑘 |3−2|

4 =
𝑘1
4 ,

𝑘 |5−2|
4 =

𝑘3
4 ,

𝑘 |7−2|
4 =

𝑘5
4 , and

𝑘 |9−2|
4 =

𝑘7
4 at

the far ends of 𝑙3, 𝑙5, 𝑙7, and 𝑙9, respectively. As a result, the receiver
at the far end of 𝑙9 receives a superposed crosstalk pulse spanning
from 𝑡𝑑 to 3𝑡𝑑 with a magnitude of 𝑘7

4 + 𝑘7
4 =

𝑘7
2 , which is shown

by the first blue trapezoidal pulse in Figure 1 (c).
The process of crosstalk accumulation is repeated until the main

signal reaches the receiver at 𝑡 = 9𝑡𝑑 . The corresponding receiving
waveform during this process is illustrated in Figure 1 (c). The main
signal induces eight adjacent crosstalk pulses of magnitude 𝑘1

4 be-
fore its arrival. These pulses simultaneously arrive at the receiving
end at 𝑡 = 7𝑡𝑑 and are superposed as a large wave of magnitude
8 × 𝑘1

4 = 2𝑘1. This accumulation may exceed the threshold of logic
switching at the receiving end before the main signal’s arrival, as
depicted in Figure 1 (c), leading to a speed-up effect on the wire
[9, 10]. The influence of the crosstalk on the receiving waveform
increases with the number of wire segments in the serpentine delay
line [7, 11, 12].

2.2 The spiral delay line
In the spiral design shown in Figure 1 (b), the adjacent crosstalk
pulse of magnitude 𝑘1

4 induced by the main signal at 𝑙1 at time zero
proceeds straight to the receiver and appears in the time interval
[𝑡𝑑 , 3𝑡𝑑 ]. After time zero, the main signal propagates to the far end
of 𝑙8 and induces two adjacent crosstalk pulses of magnitude 𝑘1

4 at
𝑡 = 𝑡𝑑 . The one at 𝑙9 directly appears at the receiver, and the other
one at 𝑙7 requires an additional 2𝑡𝑑 to reach the receiver, spanning
from 3𝑡𝑑 to 5𝑡𝑑 . Similarly, at 𝑡 = 2𝑡𝑑 , the main signal reaches the
near end of 𝑙3 and induces the adjacent crosstalk of magnitude
𝑘1
4 at the near ends of 𝑙2 and 𝑙4, spanning from 3𝑡𝑑 to 5𝑡𝑑 and 5𝑡𝑑
to 7𝑡𝑑 , respectively. Consequently, in the time intervals [𝑡𝑑 , 3𝑡𝑑 ]
and [3𝑡𝑑 , 5𝑡𝑑 ], the receiver presents a superposed crosstalk pulse
of magnitude 𝑘1

4 + 𝑘1
4 =

𝑘1
2 .
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Figure 2: Illustration of the relative locations: 𝑜𝑖 can be placed
on the (a) left, (b) right, (c) top, or (d) bottom relative to 𝑜 𝑗 .

As with serpentine delay lines, the crosstalk noise is continu-
ously created as the main signal propagates further toward the
receiver. Still, these pulses reach the receiver at various time inter-
vals, i.e., the crosstalk is accumulated asynchronously and spread
over time ahead of the main signal. In particular, the magnitude
of the crosstalk noise in the receiving waveform constantly stays
at 𝑘1

2 , as illustrated in Figure 1 (c). Consequently, regardless of the
number of delay line segments, the erroneous logic gate triggering
does not occur as long as 𝑘1

2 is smaller than the voltage threshold
at the receiving end [12].

3 MATHEMATICAL MODEL
Our method generates one wire at a time. Each wire generation
involves two phases: the along-the-edge routing and the length
compensation utilizing spiral delay lines.

3.1 Modeling the area non-overlapping
Every electronic component is modeled in this work as a rectan-
gular bounding box. In particular, wire segments are regarded as
rectangles with their height or width set to zero. To avoid the over-
lapping of electronic components, we propose the following model.

Suppose that 𝑜𝑘 is an arbitrary rectangle; we represent its posi-
tion with the coordinates of its lower-left and upper-right corners,
denoted as

(
𝑜min𝑥
𝑘

, 𝑜
min 𝑦
𝑘

)
and

(
𝑜max𝑥
𝑘

, 𝑜
max 𝑦
𝑘

)
, respectively. Fur-

ther, let 𝑞𝑙
𝑖, 𝑗
, 𝑞𝑟

𝑖, 𝑗
, 𝑞𝑢

𝑖,𝑗
, and 𝑞𝑑

𝑖,𝑗
be four auxiliary binary variables

that indicate whether 𝑜𝑖 is located on the left, right, top, or bottom
relative to 𝑜 𝑗 , respectively. For instance, 𝑞𝑙𝑖, 𝑗 = 1 represents that
𝑜𝑖 is left to 𝑜 𝑗 , referring to the circumstance shown in Figure 2 (a),
i.e., the distance between 𝑜𝑖 ’s right edge and 𝑜 𝑗 ’s left edge should
be greater than a minimally acceptable unit length 𝛿 . Thus, the
𝑥-coordinates of these two rectangles’ edges should satisfy

𝑜max𝑥
𝑖 ≤ 𝑜min𝑥

𝑗 − 𝛿 +
(
1 − 𝑞𝑙𝑖, 𝑗

)
M, (1)

where M is an extremely large auxiliary constant. The linear con-
straints describing the relative location of 𝑜𝑖 to the right, top, and
bottom of 𝑜 𝑗 can be constructed analogously. Finally, if 𝑜𝑖 does not
overlap with 𝑜 𝑗 , 𝑜𝑖 should be to the left, right, above, or below 𝑜 𝑗 .
In other words, auxiliary binary variables 𝑞𝑙

𝑖, 𝑗
, 𝑞𝑟

𝑖, 𝑗
, 𝑞𝑢

𝑖,𝑗
, or 𝑞𝑑

𝑖,𝑗
must

be set to 1.
𝑞𝑙𝑖, 𝑗 + 𝑞

𝑟
𝑖, 𝑗 + 𝑞

𝑢
𝑖,𝑗 + 𝑞

𝑑
𝑖,𝑗 = 1. (2)

3.2 Modeling the along-the-edge routing
The center of the routing area is typically densely populated with
many wires, easily resulting in severe congestion. Considering
this, we generate one wire at a time, starting from the edge of the

routing area and maximally reserving the center for unrouted wires.
We introduce the MILP model to determine the wire’s main path
between its two target pins alongside the free space boundary in
the following.

3.2.1 Modeling the bending point. A wire is formed by several
vertical and horizontal segments. When two consecutive segments
span in an orthogonal direction, a bend occurs, and the point of
the bend is referred to as the bending point. To represent a wire, let
its 𝑖𝑡ℎ segment, denoted by 𝑤𝑖 , be the segment that starts at the
𝑖𝑡ℎ bending point, denoted as 𝑝𝑖 , and ends at the 𝑖 + 1𝑡ℎ bending
point 𝑝𝑖+1. We denote the length of 𝑤𝑖 as 𝑙𝑖 , and the coordinates
of 𝑝𝑖 as (𝑥𝑖 , 𝑦𝑖 ). Further, we set one of the wire’s target pins as the
starting point and the other as the endpoint. Then, a wire can be
considered as a path that starts at one pin and sequentially passes
through each bending point to reach the other pin.

The possible spanning directions of𝑤𝑖 are represented by four
binary variables, 𝑠𝑙

𝑖
, 𝑠𝑟
𝑖
, 𝑠𝑢
𝑖
, and 𝑠𝑑

𝑖
, corresponding to the left, right, up,

and down directions, respectively. The following equation ensures
that each segment points to exactly one direction.

𝑠𝑙𝑖 + 𝑠
𝑟
𝑖 + 𝑠

𝑢
𝑖 + 𝑠𝑑𝑖 = 𝑞𝑖 , (3)

where 𝑞𝑖 is a binary variable that specifies whether the 𝑖𝑡ℎ bend
exists or not. Particularly, two consecutive wire segments should
not point to the opposite or the same direction, i.e.,

𝑠𝑙𝑖 + 𝑠
𝑙
𝑖+1 + 𝑠

𝑟
𝑖 + 𝑠

𝑟
𝑖+1 ≤ 1,

𝑠𝑢𝑖 + 𝑠𝑢𝑖+1 + 𝑠
𝑑
𝑖 + 𝑠𝑑𝑖+1 ≤ 1.

(4)

Consequently, the coordinate of bending point 𝑝𝑖+1 is expressed as

𝑥𝑖+1 = 𝑥𝑖 + 𝑙𝑖 ·
(
𝑠𝑟𝑖 − 𝑠

𝑙
𝑖

)
,

𝑦𝑖+1 = 𝑦𝑖 + 𝑙𝑖 ·
(
𝑠𝑢𝑖 − 𝑠𝑑𝑖

)
.

(5)

We utilize the “big M method” [3] to linearize the product of vari-
ables and generate the following linear constraints to interpret 𝑙𝑖 ·𝑠𝑙𝑖
as an example. By considering the product 𝑙𝑖 · 𝑠𝑙𝑖 as a new integer
variable, it can be described as

𝑙𝑖 · 𝑠𝑙𝑖 ≤ 𝑙𝑖 +
(
1 − 𝑠𝑙𝑖

)
M, 𝑙𝑖 · 𝑠𝑙𝑖 ≥ 𝑙𝑖 −

(
1 − 𝑠𝑙𝑖

)
M, (6a)

𝑙𝑖 · 𝑠𝑙𝑖 ≤ 𝑠
𝑙
𝑖 · M . (6b)

Specifically, if 𝑠𝑙
𝑖
= 1, the constraints in (6a) require 𝑙𝑖 · 𝑠𝑙𝑖 to be 𝑙𝑖 ;

otherwise, (6b) limits it to 0. The linear constraints characterizing
𝑙𝑖 · 𝑠𝑟𝑖 , 𝑙𝑖 · 𝑠

𝑢
𝑖
, and 𝑙𝑖 · 𝑠𝑑𝑖 can be formulated analogously.

Further, to prevent the wire segment from intersecting other
electronic components, we modify equation (1) as the following
constraint to ensure that if 𝑞𝑙

𝑖, 𝑗
is equal to 1, 𝑤𝑖 is located on the

left of component 𝑜 𝑗 .

𝑥𝑖 , 𝑥𝑖+1 ≤ 𝑜min𝑥
𝑗 − 𝛿 +

(
1 − 𝑞𝑙𝑖, 𝑗

)
M . (7)

The constraints about the right, top, and bottom relations between
𝑤𝑖 and 𝑜 𝑗 can be derived analogously. Also, constraint (2) must
be satisfied to ensure that the relative location between𝑤𝑖 and 𝑜 𝑗
matches one of the four situations shown in Figure 2.
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Figure 3: Illustration of the bending point candidates for (a) convex and (b) concave corners of the boundary. (c) Showcase
occupying of the candidates by obstacles. (d) A misguided attempt in the narrow gap. (e) An expected path that bypasses the
dead end. (f) A feasible but wasteful routing. (g) Showcase ignoring the order of bending point candidates, eventually leading to
the infeasible routing sequence: 𝑝𝑐1 – 𝑝

𝑐
5 – 𝑝

𝑐
4 – 𝑝

𝑐
3 – 𝑝

𝑐
2 . (h) The along-the-edge routing.

3.2.2 Creating the bending point candidate. The along-the-edge
routing determines the currently considered wire’s main path along-
side the free space boundary. Specifically, the main path is delin-
eated inside the free routing area along the area’s boundary, as
illustrated in Figure 3 (h). Meanwhile, the most recently routed
wire is the new boundary for the next wire generation.

Since vertical and horizontal segments form the wire, the free
space boundary is a rectilinear polygon. A corner of the rectilinear
polygon is convex or concave if the interior angle made by the
two edges intersecting at this corner is 90◦ or 270◦, respectively.
When the wire is routed alongside the rectilinear polygon from the
interior, only the corners cause the wire to bend. In other words,
the point at a distance of the minimally acceptable unit length 𝛿
from the 𝑥- and 𝑦-coordinates of the polygon’s corner is most likely
to be a bending point, referred to as 𝑝𝑐𝑐𝑣𝑥 for the convex corner
and 𝑝𝑐𝑐𝑐𝑣 for the concave corner, as shown in Figure 3 (a) and (b),
respectively. We define these points as the bending point candidates.

Moreover, if an obstacle is at the position of convex bending
point candidate 𝑝𝑐𝑐𝑣𝑥 , all points at a distance of one unit length
from the 𝑥- or 𝑦-coordinates of corner 𝑐𝑐𝑣𝑥 are occupied, as shown
in Figure 3 (c1). Thus, we remove candidate 𝑝𝑐𝑐𝑣𝑥 and do not create
new candidates for that corner. As for a concave corner, suppose
there is an obstacle at the position of point 𝑝𝑐𝑐𝑐𝑣 , as shown in Figure
3 (c2). In that case, we create four alternative candidates, 𝑝𝑐

𝑐𝑐𝑣,1 –
𝑝𝑐
𝑐𝑐𝑣,4, as illustrated in Figure 3 (b), to guarantee that the wire will
bypass the obstacles.

3.2.3 Modeling the routing algorithm. Generally, our algorithm
selects candidates to serve as bending points to form the wire’s main
path. On one hand, if the wire bends at an inappropriate candidate,
such as 𝑝𝑐1/4 in Figure 3 (e), the routing path will be stuck in the
dead end, as shown in Figure 3 (d). On the other hand, if not enough
candidates are selected as bending points, as shown in Figure 3 (f),
the wire will not be routed alongside the boundary, resulting in
wasteful routing. Meanwhile, if the candidates are connected in the
incorrect sequence, the circular wiring shown in Figure 3 (g) will
occur. In the following, we introduce the modeling of our routing
algorithm to generate a wire by sequentially connecting selected
bending point candidates.

Let 𝑝𝑐
𝑗
denote the 𝑗𝑡ℎ candidate. We define a new binary variable

that specifies whether the 𝑖𝑡ℎ bend is formed at 𝑝𝑐
𝑗
or not. Then,

the following constraints establish the one-to-one correspondence

between candidates and bending points.∑︁
1≤𝑖≤𝑛𝑐

𝑞𝑖, 𝑗 ≤ 1, (8a)
∑︁

1≤ 𝑗≤𝑛𝑐
𝑞𝑖, 𝑗 = 𝑞𝑖 , (8b)

where 𝑛𝑐 denotes the number of candidates. The constraint in (8a)
guarantees that the wire does not repeatedly pass through the same
candidate, and the constraint in (8b) ensures that if a bend does
occur, it should occur at a candidate.

Further, to prevent forming circular wires, the routing path of the
currently consideredwire should visit its bending points in the same
order that the free space boundary (i.e., the most recently routed
wire) visits its corners. To this end, we assign each bending point
and each candidate a connecting order. We represent the connecting
order of the 𝑖𝑡ℎ bending point with an integer variable 𝑟𝑖 and the
𝑗𝑡ℎ candidate’s connecting order as a constant 𝑟𝑐

𝑗
equal to the index

of the corresponding corner. Then, the following constraints should
be satisfied if the 𝑖𝑡ℎ bend occurs at the 𝑗𝑡ℎ candidate.

𝑥𝑖 ≤ 𝑥𝑐𝑗 +
(
1 − 𝑞𝑖, 𝑗

)
M, 𝑥𝑖 ≥ 𝑥𝑐𝑗 −

(
1 − 𝑞𝑖, 𝑗

)
M, (9a)

𝑦𝑖 ≤ 𝑦𝑐𝑗 +
(
1 − 𝑞𝑖, 𝑗

)
M, 𝑦𝑖 ≥ 𝑦𝑐𝑗 −

(
1 − 𝑞𝑖, 𝑗

)
M, (9b)

𝑟𝑖 ≤ 𝑟𝑐𝑗 +
(
1 − 𝑞𝑖, 𝑗

)
M, 𝑟𝑖 ≥ 𝑥𝑐𝑗 −

(
1 − 𝑞𝑖, 𝑗

)
M, (9c)

where
(
𝑥𝑐
𝑗
, 𝑦𝑐

𝑗

)
denotes the coordinate of 𝑝𝑐

𝑗
. Specifically, if 𝑞𝑖, 𝑗 = 1,

the constraints in (9a), (9b), and (9c) require the𝑥- and𝑦-coordinates,
as well as the connecting orders, of 𝑝𝑖 and 𝑝𝑐𝑗 to be identical. Mean-
while, the following constraint is introduced to ensure the bending
points are visited in the desired order.

𝑟𝑖 ≤ 𝑟𝑖+1 . (10)

In order to make sure that there are enough bending points for
the wire to be routed along the boundary, we maximize the number
of selected bending points. Thus, the final optimization model is

maximize:
∑︁

1≤𝑖≤𝑛𝑐
𝑞𝑖

Subject to: (3) – (10).

3.3 Modeling the length compensation
After determining the currently considered wire’s main path, we
add spiral delay lines to address the delay-matching issue. In the
following, we introduce the QP model for the spiral synthesis to
compensate for the required length for the currently considered
wire.
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Figure 4: Illustration of (a) convex and (b) concave spirals.

3.3.1 Modeling the spiral pattern. As the orientation of the spiral’s
terminals can be either at opposite corners, as illustrated in Figure
4 (a), or on the same edge, as depicted in Figure 4 (b), we define two
primary spiral types: convex and concave spirals.

As shown in Figure 4, each segment of the spirals, except for
the blue segment, has another segment of the same length. There-
fore, we call the blue segment the unique segment, indicated by 𝑢.
The segment connected to the left end of 𝑢 is referred to as the
minor segment, represented by 𝑚. Meanwhile, 𝑢𝑖 and 𝑚𝑖 denote,
respectively, the 𝑖𝑡ℎ parallel segments to𝑢 and𝑚, from the pattern’s
center to its top and left. The segments of equal length to 𝑢𝑖 and
𝑚𝑖 are labeled as 𝑢𝑖 and 𝑚̂𝑖 , respectively.

Different subtypes of spirals are distinguished by the number of
segments parallel to𝑢 and𝑚. For convenience, let C𝑢 and C𝑚 be the
sets of segments parallel to𝑢 and𝑚, including𝑢 and𝑚, respectively.
As depicted in Figure 4 (a), the cardinality ofC𝑢 , denoted by |C𝑢 |, for
both subtypes of the convex spirals should be odd, indicated by 2𝑛+1,
where 𝑛 is an integer variable. Then, |C𝑚 | is expressed as 2 (𝑛 + 1)
and 2𝑛 for the convex spirals in Figure 4 (a1) and (a2), respectively.
In contrast, |C𝑢 | and |C𝑚 | are identical for both subtypes of the
concave spirals, i.e., equal to 2𝑛 or 2𝑛 + 1. Finally, an arbitrary spiral
can be constructed by rotating and flipping a convex or concave
spiral subtype.

Further, let 𝑙𝑢 and 𝑙𝑚 be integer variables, representing the
lengths of segments 𝑢 and 𝑚, respectively. Then, the lengths of
segments in C𝑢 and C𝑚 can be described as

𝑙𝑢𝑖 = 𝑙𝑢 + (2𝑖 − 1) 𝛿, 𝑙𝑚𝑖 = 2𝑙𝑚 + (2𝑖 − 1) 𝛿, (11)

respectively. As an example of the wire length calculation, the wire
length of the convex spiral in Figure 4 (a1) can be stated as

𝐿 = 𝑙𝑢 + 2
∑︁

1≤𝑖≤𝑛
𝑙𝑢𝑖 + 2𝑙𝑚 + 2

∑︁
1≤𝑖≤𝑛

𝑙𝑚𝑖 − 2𝛿. (12)

The concave spiral in Figure 4 (b1) can be considered as the convex
spiral in Figure 4 (a1) with one outermost wire segment removed.
Thus, its wire length can be expressed as

𝐿 = 𝑙𝑢 + 2
∑︁

1≤𝑖≤𝑛
𝑙𝑢𝑖 + 2

∑︁
1≤𝑖≤𝑛

𝑙𝑚𝑖 − (2𝑛 + 1) 𝛿. (13)

The wire length of the other spiral types can be calculated analo-
gously. Besides, the height ℎ and width 𝑤 of the convex spiral in
Figure 4 (a1) can be described as

ℎ = 2𝑙𝑚 + 2 (𝑛 − 1) 𝛿, 𝑤 = 𝑙𝑢 + 2𝑛𝛿. (14)

As for other spiral types, the expressions of height and width can
be developed analogously.

wire’s main path

(c)(b)

𝒄𝒄𝒄𝒗 𝑎#,%

𝑎#,&
𝑎#,&
'()*

𝑎#,&'()+𝑎#,&',-+

𝒄𝒄𝒗𝒙

𝑎#
𝑎#
'()*

𝑎#
',-*

𝑎#'()+𝑎#',-+

(a)

𝒄𝒄𝒗𝒙

𝑏'()+

𝑏'()*

0

𝒄𝒄𝒄𝒗

𝑎!
"#$%

𝑎!
"&'%

𝑎!"#$(

𝑎!"&'(

𝑎!,*"#$(𝑎!,*"&'(

component

component

spiral synthesis area

𝑎!,*
"#$%

Figure 5: (a) An example of the spiral synthesis. Illustration
of the spiral synthesis at (b) convex and (c) concave corners
of wire’s main path.

3.3.2 Synthesizing spirals with prioritization. Taking advantage of
the rectangular form of the spiral’s outer frame, we propose to
use the spirals to fill in the nooks and crannies of the free rout-
ing area. To this end, we require that at least one of the spiral’s
corners overlap one of the boundary’s corners, and the spiral’s
width and height should not exceed the length of the wire segments
connected with that corner. Concretely, for the convex corner de-
picted in Figure 5 (b), a spiral can only be synthesized inside area
𝑎𝑐 , and its top-left corner should overlap corner 𝑐𝑐𝑣𝑥 with the co-
ordinates

(
𝑎min𝑥
𝑐 , 𝑎

max 𝑦
𝑐

)
. We define area 𝑎𝑐 as the spiral synthesis

area of convex corner 𝑐𝑐𝑣𝑥 . We introduce the following constraints
to synthesize a spiral at the convex corner 𝑐𝑐𝑣𝑥 .

𝑠min𝑥 = 𝑎min𝑥
𝑐 , 𝑠max𝑥 ≤ 𝑎max𝑥

𝑐 ,

𝑠min 𝑦 ≥ 𝑎min 𝑦
𝑐 , 𝑠max 𝑦 = 𝑎

max 𝑦
𝑐 ,

(15)

where 𝑠min𝑥 , 𝑠max𝑥 , 𝑠min 𝑦 , 𝑠max 𝑦 , 𝑎min𝑥
𝑐 , 𝑎max𝑥

𝑐 , 𝑎min 𝑦
𝑐 , and 𝑎max 𝑦

𝑐

are the 𝑥- and 𝑦-coordinate boundaries of spiral 𝑠 and area 𝑎𝑐 . As
for the concave corner 𝑐𝑐𝑐𝑣 portrayed in Figure 5 (c), areas 𝑎𝑐,1
and 𝑎𝑐,2 are available for synthesizing concave spirals. Without
loss of generality, we introduce the synthesis of a spiral inside the
spiral synthesis area 𝑎𝑐,1 of the concave corner 𝑐𝑐𝑐𝑣 . Contrary to the
convex case, the two edges intersecting at the corner 𝑐𝑐𝑐𝑣 cannot
specify the height of area 𝑎𝑐,1. Thus, to avoid creating a towering
spiral that easily splits the free space, the spiral’s height ℎ is set to
be smaller than its width𝑤 .

𝑠min𝑥 ≥ 𝑎min𝑥
𝑐,1 , 𝑠max𝑥 = 𝑎max𝑥

𝑐,1 ,

𝑠max 𝑦 = 𝑎
max 𝑦
𝑐,1 , ℎ ≤ 𝑤.

(16)

Combining constraints (15) and (16) with constraint (14), the
values of integer variables 𝑙𝑢 , 𝑙𝑚 , and 𝑛 can be determined. After
that, using the wire length calculation presented in Section 3.3.1,
we obtain the wire lengths of the synthesized spirals. Further, since
the compensated length of a spiral, denoted by Δ𝐿, is the length dif-
ference between the spiral and the wire’s main path, Δ𝐿 is obtained
by subtracting the spiral’s height or width from 𝐿. Specifically,
the compensated length of the convex spiral synthesized at corner
𝑐𝑐𝑣𝑥 in Figure 5 (b) is 𝐿 − (ℎ +𝑤), while that of the concave spiral
synthesized at corner 𝑐𝑐𝑐𝑣 in Figure 5 (c) is 𝐿 −𝑤 .

Let Δ𝐿𝑤 denote the required compensated length of the currently
considered wire. Then, we introduce the following in-equation for
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Figure 6: Routing results of case 6. (a) Original result in [14]. (b) Routing result using the method in [10]. Our routing results in
(c) the original routing area, and (d) the minimized routing area.

the length matching. ∑︁
1≤𝑘≤𝑛𝑐

Δ𝐿𝑘 · 𝑞𝑠
𝑘
≤ Δ𝐿𝑤 , (17)

where 𝑞𝑠
𝑘
is a binary variable that specifies whether a spiral is

synthesized at the 𝑘𝑡ℎ corner, and Δ𝐿𝑘 denotes the correspond-
ing compensated length. In the above constraint, using inequality
instead of equality avoids infeasible solutions during the solving
process. The equality is achieved by setting the objective function
to maximize the compensated wire length.

To prevent overlap between two spirals, we modify in-equation
(1) into the following constraint, indicating that 𝑠𝑖 is located on the
left of 𝑠 𝑗 .

𝑠max𝑥
𝑖 ≤ 𝑠min𝑥

𝑗 − 𝛿 +
(
1 − 𝑞𝑙𝑖, 𝑗

)
M . (18)

Analogously, the constraints of the right, top, and bottom relations
between 𝑠𝑖 and 𝑠 𝑗 can be constructed. Also, constraint (2) is required
to ensure the non-overlapping between spirals.

Further, to improve the allocation of free routing areas, we pro-
vide a weight coefficient in the range of [0, 1] for each boundary’s
corner to indicate a priority for synthesis. Each spiral synthesis
area 𝑎 with 𝑎min𝑥 , 𝑎max𝑥 , 𝑎min 𝑦 , and 𝑎max 𝑦 as 𝑥- and𝑦-coordinate
boundaries can be expressed as the intersection of two relevant
rectangles on the circuit board, i.e.,

𝑎 =
[
𝑎min𝑥 , 𝑎max𝑥 ] × [

0, 𝑏max 𝑦 ] ∩ [
0, 𝑏max𝑥 ] × [

𝑎min 𝑦, 𝑎max 𝑦 ],
where 𝑏max𝑥 and 𝑏max 𝑦 , as shown in Figure 5 (a), denote the upper
boundaries of the circuit board’s 𝑥- and 𝑦-coordinates, respectively.
Only the free space within the above-indicated relevant rectangles
is occupied when the spiral is synthesized at the corresponding
corner. Thus, to reflect the severity of routing congestion after the
spiral synthesis in this corner, the corresponding weight coefficient
is calculated as the area ratio of the free space within the relevant
rectangles to the union of these two relevant rectangles.

As mentioned in Section 2.2, the magnitude of the crosstalk in-
duced by an arbitrary spiral stays constant regardless of the number
of that spiral’s wire segments. Thus, the accumulated crosstalk of
one wire depends mainly on the number of spirals on that wire. Fi-
nally, to compensate for the required wire length while minimizing

the crosstalk penalty, the objective function is expressed as

maximize:
∑︁

1≤𝑘≤𝑛𝑐

(
𝛼𝑘Δ𝐿𝑘 − 𝑞𝑠

𝑘

)
,

Subject to : (11) – (18),

where 𝛼𝑘 indicates the weight coefficient for the 𝑘𝑡ℎ corner.

4 EXPERIMENTAL RESULTS
In this section, we investigate the performance of the along-the-
edge routing model and our length compensation technique using
six layout designs as test cases. Cases 1–5 are from [1], while case
6 is an example of the BSG routing proposed in [14]. Our work is
implemented using Java, and the experiments are performed using a
computer with an Apple M1 8-core CPU. The MILP and QP models
are solved by Gurobi [5].

4.1 Routing area reduction
The routing results for case 6 are illustrated in Figure 6, where the
green rectilinear polygon is the boundary of the routing area. Figure
6 (a) shows the routing results proposed by Yan et al., applying
serpentine delay lines for delay matching [14]. Figure 6 (b) shows
the routing results proposed by Tseng et al. with wider meander
segments [10]. Specifically, the separation between parallel wire
segments is 1.6 times larger. We can see that the results in [10] also
have a more uniform wire distribution than in [14].

Our result, employing spiral delay lines for delay matching, is
illustrated in Figure 6 (c). The figure demonstrates that the nooks
and crannies of the routing area are filled by adding spirals, and a
large surplus of free space remains in the central area. To quantify
the reduction in routing area requirements using our method, we
decrease the height and width of the original routing area and
reroute within the minimized routing area. The final routing result
is illustrated in Figure 6 (d). As shown in the figure, the height of
the routing area is significantly reduced, and there is almost no
wasted routing space. Compared to the original design in [14], we
reduce the required routing area by 10.99%.

Table 1 demonstrates the routing efficiency of our method. In
our experiments, the minimally acceptable unit length 𝛿 is set to
be 1. Supposing the wire segment separation is one unit length,
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Table 1: Routing efficiency comparison

𝑐𝑎𝑠𝑒 𝑛𝑤
1 𝑙𝑡𝑜𝑡

2 time3 (s) 𝑎Δ
4 (%) 𝑎Δ

5 (%) 𝑅𝑎
6 (%)

1 12 448 5 71.82 14.99 66.86
2 16 2856 8 43.52 17.10 31.88
3 16 3046 10 42.40 14.12 32.92
4 16 5332 32 36.57 12.90 27.17
5 20 3802 26 32.50 16.77 18.91
6 36 19393 950 22.83 13.30 10.99

1. the number of wires, 2. the total required wire length, 3. the runtime, 4. and 5. the
free space ratio of the original and minimized routing area, respectively, 6. the
percentage routing area reduction.

then adding one unit-length wire segment is equivalent to occu-
pying one square of area 𝛿2 = 1. Therefore, to compensate for the
required wire length, denoted by 𝑙𝑡𝑜𝑡 , the routing area should be at
least 𝑙𝑡𝑜𝑡 . In other words, without considering the feasibility of the
routing result, the maximum routing area reduction is the differ-
ence between the total routing area and 𝑙𝑡𝑜𝑡 . The percentage ratio
of this difference in the total routing area, defined as the free space
ratio, evaluates the utilization of the routing area. Specifically, a
smaller free space ratio indicates less wasted area. As demonstrated
in Table 1, our method can effectively reduce the free space ratio
to less than 18% in all cases. On average, the required routing area
decreases by 31% compared to the original routing result, leading
to lower manufacturing costs.

Further, as shown in the table, all test cases are solved in less than
16 minutes. In particular, for cases 1–5, each case was solved within
a minute.We conclude that the proposedmethod has high efficiency.
Generally, for the same number of wires, the longer the required
total wire length, the longer the time needed. Our method spent
the longest time obtaining the routing result for case 6. This occurs
because we limit the routing area to a small value so that wires have
to bend frequently to meet the length compensation requirements,
leading to more variables in the along-the-edge routing model and,
thus, longer time for finding the optimal solution.

4.2 Quantitative analysis of the crosstalk noise
4.2.1 Crosstalk evaluation regarding different segment separation.
To evaluate the accumulated crosstalk using different routing meth-
ods, we demonstrate the following model to describe the adjacent
crosstalk with various segment separations quantitatively. Consider
the most elementary instance of the two-section serpentine line,
equivalent to the two parallel wire segments depicted in Figure 7
(a). As mentioned in Section 2, 𝑡𝑑 is the propagation delay of one
wire segment. Further, let 𝑉𝐴 (𝑡) be a ramped pulse at the sending
end of the active line, whose rise time 𝑡𝑟 is assumed to be smaller
than the round-trip time 2𝑡𝑑 , as shown in Figure 7 (b). Then, the
general expression for the crosstalk at the near end is [2, 7, 11]

𝑉𝑁𝐸 (𝑡) = 𝐾𝑁𝐸 ·
(
𝑉𝐴 (𝑡) −𝑉𝐴 (𝑡 − 2𝑡𝑑 )

)
, (19)

where the coupling coefficient 𝐾𝑁𝐸 is [7, 11]

𝐾𝑁𝐸 =
1
4

(
|𝐶𝑚 |
𝐶𝑠

+ 𝐿𝑚
𝐿𝑠

)
, (20)
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Figure 7: Illustration of the crosstalk noise of two coupled
wire segments: (a) Two parallel segments with matched ter-
minations. (b) The voltage function at the sending end of the
active line. (c) The waveform of the crosstalk at the near end.

and 𝐶𝑚 and 𝐿𝑚 are the mutual capacitance and mutual inductance,
respectively, and 𝐶𝑠 and 𝐿𝑠 are the self capacitance and self in-
ductance, respectively. Based on equation (19), we illustrate the
corresponding waveform at the near end in Figure 7 (c). The near-
end crosstalk is observed to reach the saturated value of 𝐾𝑁𝐸 ·𝑉𝐴𝑚 ,
where 𝑉𝐴𝑚 denotes the voltage of the main signal. In other words,
the value of the coupling coefficient 𝐾𝑁𝐸 , which mainly depends
on the separation of the wire segments, determines the magnitude
of the crosstalk for a certain 𝑉𝐴𝑚 .

To estimate the coupling coefficient 𝐾𝑁𝐸 , we introduce the fol-
lowing expressions for the capacitance and inductance of two par-
allel wire segments [4, 8].

𝐶𝑚 =
𝜋𝜀𝑙

cosh−1
(
𝑑
2𝑟

) , 𝐶𝑠 ∝ 𝑙,

𝐿𝑚 = 2𝑙
(
ln

(
2𝑙
𝑑

)
− 1 + 𝑑

𝑙

)
, 𝐿𝑠 =

𝜇0
𝜋
𝑙 · cosh−1

(
𝑑

2𝑟

)
,

(21)

where 𝜀 is the absolute permittivity, 𝑙 is the wire segment length,
𝑟 is the wire radius, 𝑑 is the wire segment separation, and 𝜇0 ≈
4𝜋×10−7H/m is themagnetic permeability of free space. Since 𝑙 is not
significantly greater than 𝑑 in our case, the coupling coefficient for
the near-end crosstalk induced within two parallel wire segments
separated by 𝑑 is estimated as

𝑘𝑑 ≈
cosh−1

(
𝛿
2𝑟

)
cosh−1

(
𝑑
2𝑟

) · 𝑘𝛿 , (22)

where 𝛿 is the one unit length and 𝑘𝛿 represents the average of
the capacitive and inductive coupling coefficients between two
parallel segments with one unit-length separation. To compare the
accumulated crosstalk of the routing results with different segment
separations, we utilize equation (22) to express the magnitude of
the accumulated adjacent crosstalk for an arbitrary delay pattern
in 𝑘𝛿 as a unit.

In our experiments, the wire segment separations in the routing
results for case 6 adopting methods [14], [10], and the proposed
method in the original and minimized routing areas are 1, 1.6, 1, and
1, respectively. Since the wire radius is significantly smaller than
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Figure 8: Illustration of the magnitude of the accumulated crosstalk noise using different methods for each wire in case 6.

Table 2: Crosstalk magnitude comparison of case 6

𝑉𝑚𝑎𝑥 𝑉𝑎𝑣𝑔

method in [14] 88.00 36.94
[10] 65.43 35.66

proposed method in original area 14.00 6.94
minimized area 20.00 7.61

the segment separation, 𝑟 is set to be 0.0001. The above equations
imply that 𝑘1.6 equals 0.95 · 𝑘1.

Further, let the main signal be a ramped pulse of unit voltage.
Based on the elaboration in Section 2, we conclude that the super-
posed adjacent crosstalk of an 𝑛-section serpentine and spiral delay
lines with the separation 𝑑 are of voltages

𝑉𝑠𝑒𝑟𝑝𝑒𝑛𝑡𝑖𝑛𝑒 = (𝑛 − 1) · 𝑘𝑑
4
, 𝑉𝑠𝑝𝑖𝑟𝑎𝑙 =

𝑘𝑑

2
, (23)

respectively. Noticeably, when adopting serpentine delay lines, the
accumulated crosstalk increases as the number of delay line seg-
ments increases. In contrast, the magnitude of the crosstalk remains
unchanged for the spiral design with a different number of wire
segments.

As explained in Section 2, the width of the superposed crosstalk
pulse is 2𝑡𝑑 , where 𝑡𝑑 equals the product of the delay pattern’s
wire segment length and the per-unit-length propagation delay.
Therefore, the induced crosstalk noise of the delay patterns with
extremely short segment lengths does not accumulate together
with the crosstalk of other patterns. Considering this, we classified
the delay patterns into two types: the delay patterns with a wire
segment length > 2𝛿 and ≤ 2𝛿 . After that, the crosstalk magnitude
of each wire is determined as

max
{
𝑥𝑡𝑎𝑙𝑘>2𝛿 , 𝑥𝑡𝑎𝑙𝑘≤2𝛿

}
, (24)

where 𝑥𝑡𝑎𝑙𝑘>2𝛿 and 𝑥𝑡𝑎𝑙𝑘≤2𝛿 describe the accumulated crosstalk
magnitudes of the delay patterns with segment lengths > 2𝛿 and
≤ 2𝛿 , respectively.

4.2.2 Crosstalk magnitude comparison of case 6. According to the
crosstalk evaluation described in 4.2.1, we calculated the crosstalk
magnitude of each wire for each routing result. The calculation
results are presented in Table 2, where 𝑉𝑚𝑎𝑥 and 𝑉𝑎𝑣𝑔 denote the
maximum and average crosstalk magnitudes among 36 wires, re-
spectively. The values in the table are expressed in units of 𝑘1

4 .

Observing the magnitudes of the accumulated crosstalk for the
routing results in [10] and [14] indicates that, by enlarging the sepa-
ration between parallel wire segments, the accumulated crosstalk is
effectively alleviated using the method in [10]. Specifically, the max-
imum and average magnitudes of the crosstalk noise are reduced
by 25.65% and 3.47%, respectively.

As for the proposed method, while routing in the original routing
area, referring to the routing result in Figure 6 (c), our method
significantly decreases both the maximum and average magnitudes
of the crosstalk noise. Compared to the methods in [14] and [10],
the maximum crosstalk magnitude of our routing result is decreased
by 84.09% and 78.60%, respectively, while the average magnitude is
decreased by 81.21% and 80.54%, respectively.

When the total routing areas are reduced, the shrunk space
increases the number of spirals and, consequently, the crosstalk
magnitude. Still, compared to the original design in [14], our routing
result’s maximum and average crosstalk levels decreased by 77.27%
and 79.40%, respectively. Meanwhile, compared to the result in [10],
the crosstalk penalty decreases by at least 69%. In other words, our
method can still significantly reduce the disturbance caused by
crosstalk noise in designs with a small free space ratio.

Further, we present the crosstalk magnitude accumulated within
each wire for case 6 in Figure 8 (a). The figure demonstrates that
the crosstalk noise in our routing results is significantly lower than
that accumulated by other methods for almost every wire. Besides,
we illustrated the crosstalk magnitude of each wire in our results
routing in the original and minimized routing areas in Figure 8 (b).
The line chart demonstrates that the crosstalk noise level is not
notably impacted while the routing area is decreased. In conclusion,
our method is reliable in alleviating the accumulated crosstalk noise.

5 CONCLUSIONS
In this work, we proposed a routingmethod thatmitigates the speed-
up effect while decreasing the routing area requirements by utilizing
spiral delay lines for delay matching. Our routing algorithm was
proposed to generate one wire at a time along the edge of the
routing area. Meanwhile, we proposed a method to synthesize the
spirals for each wire to compensate for the required wire length.
The wire generation and the spiral synthesis were implemented by
constructing an MILP and a QP model, respectively. Experimental
results confirm that the proposed method can significantly decrease
the required routing area and the accumulated crosstalk noise.
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